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When scheduling in the M/G/1 queue to minimize mean response time, a classic result is that if job sizes are
unknown, then the Gittins policy is optimal. Gittins is best described as a policy construction: it takes as input
the queue’s job size distribution, and it outputs a job prioritization rule that optimizes mean response time for
that particular distribution. But in practice, instead of knowing the exact job size distribution, one usually
only has samples from it. We therefore ask: given finitely many samples from the job size distribution, how
can one construct a scheduling policy with near-optimal mean response time?

Our main result is that to achieve near-optimal mean response time, it suffices to simply apply the Gittins
construction to the empirical distribution of the job size samples. We call this policy empirical Gittins, and
we prove an explicit high-probability bound on its mean response time. Our bound implies convergence to
the optimal mean response time as one increases the number of samples. We also show that if one has even
vague knowledge of the true distribution’s tail asymptotics, one can make empirical Gittins more robust using
truncation, resulting in better convergence rates.

It is surprising that empirical Gittins works well even for continuous job size distributions. This is because
the Gittins construction is sensitive to the distribution’s density, yet the empirical distribution, being discrete,
cannot possibly approximate a continuous density. Our main technical contribution is to show that despite its
sensitivity to density, the Gittins construction yields a good policy as long as one gives it a distribution with
an approximately correct tail, even if the density is completely wrong. Underlying this finding are two new
extensions of the WINE queueing identity.
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1 Introduction

A central goal of queueing theory is to design scheduling policies that reduce mean response time,
the average time between each job’s arrival and departure, under job size uncertainty, namely when
each job’s size (a.k.a. service time) is unknown to the scheduler. A landmark result is that in the
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preemptive M/G/1 queue, the Gittins policy provably minimizes mean response time [1, 13, 14, 44,
51, 55]. The idea behind Gittins is to leverage the job size distribution, from which each job’s size is
(by assumption) sampled i.i.d., to prioritize jobs that are likely to be nearly complete. One can thus
view Gittins as a distributional counterpart to shortest remaining processing time (SRPT) [37, 38].

However, in practice, one seldom has access to an exact job size distribution. Instead, it is more
likely that one has access to samples from it, such as from jobs completed in the past. This motivates
the question: how should one use job sizes samples to design a scheduling policy that reduces mean
response time? Are samples alone sufficient to approximate Gittins?

We take a first step towards answering these questions, proving that empirical Gittins, namely
Gittins applied to the (possibly truncated) empirical distribution of job size samples, is sufficient to
approximate Gittins applied to the true job size distribution. In the rest of this section, we describe:

e (Section 1.1) How we formulate data-driven scheduling as a one-shot decision problem.

e (Section 1.2) Why the one-shot formulation is a useful problem to study.

e (Section 1.3) Why it is not a priori obvious whether or not empirical Gittins is effective, and
why tools from prior work are insufficient to analyze empirical Gittins.

o (Section 1.4) The new technical tools we develop to analyze empirical Gittins, and the results
we prove using them.

1.1 Data-driven preemptive scheduling as a one-shot decision problem

We consider scheduling in an M/G/1 queue with job size distribution F (represented as a CDF). In
brief, we study the problem of using n i.i.d. samples from F to construct a scheduling policy that
has near-optimal mean response time with high probability. This is a one-shot problem because we
require the policy constructed from the n samples to be “static” in a certain sense, described more
precisely below, which rules out learning from additional job size samples observed.

In this paper, most of the scheduling policies we consider, including the Gittins policy, are SOAP
policies (Section 2.1), a specific class of preemptive index policies [46]. When specialized to our
setting, a SOAP policy is one that assigns each job a numerical priority, called its rank (lower is
better), as a function of its age (a.k.a. attained service), the amount of time the job has been in
service so far. This mapping is called the rank function of the SOAP policy 7, denoted

ry : age a v rank r(a). (1.1)

That is, at every moment in time, 7 preemptively serves the job whose age maps to the lowest (i.e.
best) rank under r,. Even though an individual job’s rank may change as the job’s age increases, a
SOAP policy is “static” in the sense that the rank function itself never changes.

The Gittins policy can be viewed as a SOAP policy construction, which we denote by y, that maps

y : distribution F +— SOAP policy y(F).

In most works on the Gittins policy in the M/G/1, the policy being studied is y(F), namely the
Gittins construction y applied to the true job size distribution F. In this work, we often call y(F)
the true Gittins policy to distinguish it from y applied to other distributions. True Gittins is optimal
for mean response time: for any nonclairvoyant policy 7 (including non-SOAP policies), we have

costp(y(F)) < costp(7),

where costr () is the mean response time of policy 7 in an M/G/1 with job size distribution F
and some fixed arrival rate that we leave unspecified for now. (In the notation of Section 2,
costp(m) = E;[T].)
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Our goal is to achieve performance multiplicatively close to that of y(F), but with access to only
n samples from F instead of access to F itself. Specifically, we seek a policy construction

p : samples sy, . .., s, — SOAP policy B(s1, ..., Sn)
such that when Sy, ... S, ~ F are sampled i.i.d. from F, we have a PAC-type result

costp(f(S1,...,Sn))
costr(y(F))

where we would like &, ¢ > 0 to be small when n is large. This is a one-shot decision problem that
can be viewed as having three stages:

P, .s,~F <14¢|>1-6 foralljob size distributions F,

e Sample time: we receive as input the n samples Sy, ..., S,.

o Design time: we use the samples to choose a SOAP policy B(Si, . .., Sn).

e Run time: we achieve mean response time costp(f(Sy,...,S,)), which is a deterministic
function of our chosen policy S(Sy, ..., Sn).

In particular, this is not a learning problem, because we commit to a SOAP policy at design time,
without updating it from further samples at run time.
Our main finding is that a good choice for § is what we call the empirical Gittins policy, namely

B(S1,...,Sn) = y(mixture of n point masses at Sy, ..., Sp).

We also obtain results for the truncated empirical Gittins policy, which throws out a few of the
largest samples before applying y. Truncation is helpful in theory, especially when F has infinite
variance (Section 6), but we find in simulation that the untruncated version tends to perform better
(Section 7).

1.2 Why study a one-shot formulation?

In a practical system, one would of course want to use all available data to optimize one’s scheduling
policy, including data collected at run time. Indeed, there is recent work that studies the intersection
of online learning and scheduling or dispatching, in both centralized [26, 59, 61] and decentralized
[10-12, 50] settings. And looking beyond queues, in the Markovian multi-armed bandit problem
[13, 14], there is work on learning the Gittins policy from online samples [7, 8, 36]. Why, then, do
we study a problem where decisions are made only once at design time?

In our view, the high-level reason to study data-driven scheduling is that real systems have
nonstationary arrival processes. With stationary arrivals, one could simply learn the true job size
distribution to arbitrary accuracy over time. But with nonstationary arrivals, there is an incentive
to quickly adapt to changes in the job size distribution when they occur. Therefore, the main
question studied by much prior work on learning in queues is how quickly a given policy can adapt
to an unknown but stationary arrival process. This requires transient analysis, which is technically
challenging because the scheduling or dispatching policy changes over time as it sees more job size
samples. Directly studying data-driven scheduling with nonstationary arrivals is harder still, with
only Yang et al. [59] doing so, to the best of our knowledge.

Our one-shot formulation is designed to still capture the notion of making the best possible use
of limited data, but with no transient or nonstationary analysis. There are two specific difficulties
that make such analysis very difficult with current techniques.

e Prior work on learning while scheduling studies settings where only parametric estimation
is necessary, e.g. learning service rates of multiclass M/M arrivals. In contrast, we make
essentially no assumptions on the job size distribution, so we need nonparametric estimation.
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Fig. 1.1. Rank functions (Sections 1.1 and 2.1) of true Gittins and empirical Gittins policies. Each policy works
by using its rank function to map each job’s age to a numerical rank, then serves the job of least rank. The
true job size distribution is bounded Pareto (Section 7.1), from which the empirical distribution is generated
with 1000 i.i.d. samples. Despite the empirical and true distributions having similar tails (e.g. as measured
by Kolmogorov distance), the two rank functions are very different: while true Gittins’s rank function is
continuous, empirical Gittins’s rank function has a jump discontinuity from zero to a nonzero value at each
job size sample.

e It is often clear what the optimal scheduling policy is with nonstationary M/M arrivals of
known time-varying parameters, e.g. prioritizing by service rate. In contrast, with nonsta-
tionary M/G arrivals with known time-varying parameters, the optimal baseline is unknown,
even if only the arrival rate is varying.

The apparent intractability of handling transient or nonstationary analysis is what motivates
our one-shot problem formulation, which lets us use the growing set of queueing theoretic tools
for analyzing mean response time of M/G/1 scheduling policies [17, 19, 23, 39, 53, 54, 58]. However,
because mean response time captures only long-run average behavior, we cannot allow arbitrary
policies, as one could eventually learn the true job size distribution to arbitrary precision over time.
As such, to make the design-time policy decision meaningful, we restrict our attention to a class of
index policies that do not learn over time, meaning all the sample-dependent decisions must be
made at design time. Our problem thus captures the core task of using a limited number of samples
to construct a good scheduling policy, but without requiring transient or nonstationary analysis.

1.3 Obstacles to analyzing empirical Gittins

Having explained that the one-shot problem formulation we study is motivated in part by the
numerous queueing theoretic tools available for analyzing mean response time, it is natural to ask:
why is analyzing empirical Gittins still challenging? The main obstacle is that empirical Gittins can
have a very different priority structure from that of true Gittins, as illustrated in Fig. 1.1, and the
two tools best suited to analyzing Gittins are insufficient for comparing such different policies.
One relevant tool is the SOAP analysis [46], which gives a mean response time formula for
any SOAP policy. The inputs to the formula are the arrival rate, the (true) job size distribution F,
and the SOAP policy’s rank function (Sections 1.1 and 2.1). While the SOAP formula is suitable
for comparing concrete policies [18, 42, 45], it is difficult to use the formula to compare policy
constructions, because the formula’s dependence on the rank function is complicated. The only
example we are aware of is the work of Scully et al. [47], who compare the Gittins construction
to a simpler alternative, but the analysis depends on the two constructions yielding similar rank
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functions. Unfortunately, true Gittins and empirical Gittins need not have similar rank functions,
as shown in Fig. 1.1, which makes the SOAP approach appear not promising.

Another relevant tool is the WINE identity [39], which, when specialized to our setting, expresses
the mean number of jobs in a system (and thereby mean response time [28]) in terms of quantities
related to the true Gittins policy’s rank function. See Section 3.1 for a statement of WINE as it
applies to our setting, and see Scully [39, Section 2.2.3 and Chapter 4] for a broader overview of
WINE and its several independent discoveries [3, 15, 16, 35, 40, 44].

The most important fact about WINE for our purposes is that it implies the true Gittins pol-
icy has a “multiplicatively robust” rank function: if r,(a)/ryr) € [e™¢ €] for all ages a, then
costp(m)/costr(y(F)) < e [39, 42, 49]. Moreover, Ramakrishna et al. [33] show that two dis-
tributions F and G induce multiplicatively close Gittins rank functions y(F) and y(G) if they
have multiplicatively close densities, specifically Radon-Nikodym derivative in [e~¢/?, e?/?]. This
is enough to show that empirical Gittins performs well when the true distribution F has finite
(discrete) support, in which case the empirical distribution has density close to F’s with high
probability. But when F is continuous, empirical Gittins and true Gittins do not have multiplicatively
close rank functions, as illustrated in Fig. 1.1. This is because discrete distributions always induce
Gittins rank functions which approach zero prior to each atom, whereas continuous distributions
with everywhere-nonzero density induce everywhere-nonzero Gittins rank functions [2]. So for
general distributions F, prior methods that rely on multiplicative closeness of rank functions are
insufficient to compare empirical Gittins to true Gittins.

Having seen that SOAP and WINE seem unlikely to solve the problem on their own, we take a
step back and ask: what properties inherently shared by the true and empirical distributions could
potentially serve as the basis for comparing true and empirical Gittins? One clear candidate is that
they have similar tail functions (a.k.a. complementary CDFs), as measured either additively [29, 52]
or multiplicatively [52, 57]. This is promising, as Moseley et al. [31, 32] recently show that in a batch
version of unknown-size job scheduling (i.e. without arrivals), applying the Gittins construction to
a distribution whose tail is multiplicatively close to F yields near-optimal performance. However,
there are still two obstacles to overcome. First, the approach taken by Moseley et al. [31, 32]
makes critical use of a formula specific to the batch setting [30, Lemma 2.1] which lacks a clear
analogue in the M/G/1 setting (i.e. with arrivals). Second, the results of Moseley et al. [31, 32] require
multiplicatively close tail everywhere, but the empirical distribution’s tail will be multiplicatively
close to F’s only up to a certain threshold [57, Lemmas 1-4]. This limitation is inevitable when F is
unbounded, because the empirical distribution always has finite support.

1.4 Contributions and key innovation: two new flavors of WINE

To analyze empirical Gittins, we introduce two new variants of the WINE identity. Unlike classical
WINE (Proposition 3.6), which is tied specifically to the rank function of y(F), our new variant can
be tied to the rank function of y(G) for any distribution G that is close to F in the right sense.
Our first new WINE variant, which we call multiplicatively close WINE (Theorem 3.9), says that
if F and G have multiplicatively close tails, then, roughly speaking, using y(G) instead of y(F)
in standard WINE yields a quantity which is multiplicatively close to the number of jobs in the
system. This nearly immediately implies that y(G)’s mean response time is multiplicatively close to
that of y(F)’s (Theorem 3.1). While the empirical distribution’s tail is not multiplicatively close to
F’s tail everywhere, it is so up to some threshold with high probability. We use this to prove high-
probability bounds on truncated empirical Gittins (Theorems 4.1, 6.1, and 6.2): multiplicatively close
WINE handles jobs with size below the truncation threshold, and we handle larger jobs by choosing
a “safe fallback policy” for ages beyond the threshold, specifically preemptive last-come first-served
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(PLCFS). This enables high-probability bounds even for infinite-variance job size distributions,
though our bounds require very many samples to imply near-optimal performance in this case.

However, multiplicatively close WINE alone is not enough to analyze empirical Gittins without
truncation. This motivates our second new WINE variant, which we call WINE for empirical
distributions (Theorem 5.5). As mentioned before, the main obstacle is that if G is the empirical
distribution, then the tail ratio G(x)/F(x) is far from 1 for large x. In general, such a property
could cause using y(G) instead of y(F) in standard WINE to yield an arbitrarily poor estimate for
the number of jobs. Our insight is to use the fact that G is not just any distribution, but a mixture
of n point masses, which opens up another path to bounding the error of using y(G) instead of
y(F) in standard WINE (Theorem 5.3). The error does grow with n, but only logarithmically, so it
is more than canceled out by other terms that decrease polynomially in n. We use this to prove
high-probability bounds on untruncated empirical Gittins’s mean response time (Theorems 5.1
and 6.3).

Our mean response time bound for untruncated empirical Gittins is looser than the one we show
for the truncated version, and we require finite variance to obtain a high-probability bound.! But
the untruncated version performs very well in simulation (Section 7), often beating the truncated
version, and we view our untruncated bounds as a first step towards explaining why:.

To summarize, our main contributions are the first analyses of the empirical Gittins policy in the
M/G/1, both with and without truncation, as enabled by two new variants of the WINE identity. These
results constitute Sections 3-5 of the paper. Section 6 states the resulting bounds on (truncated)
empirical Gittins as convergence rates to optimality as the number of samples n increases. Finally,
Section 7 conducts a brief simulation study to evaluate the impact of truncation in practice.

2 Preliminaries

We consider an M/G/1 queue to which jobs arrive according to a Poisson process of rate 1 > 0.
Each job has a size (a.k.a. service time) sampled i.i.d. from a distribution F, represented as a CDF.
We use the random variable S to denote a generic job’s size. By default, S ~ F, so P[S < x] = F(x);
when we sample S from other distributions, we note it explicitly in a subscript. When we need
to disambiguate F from other distributions, we call it the true job size distribution. We denote the
system load by p = AE[S]. We assume throughout that p < 1, ensuring ergodicity and existence of
a steady-state distribution.

The system has a single server that serves one job at a time, with the scheduling policy deciding
which job to serve at every moment in time. We consider only nonclairvoyant policies, meaning
those that do not have access to jobs’ sizes before they complete, nor to future arrival times. Instead,
the policy knows only each job’s age (a.k.a. attained service), meaning the amount of time it has
been served so far, and other past information, e.g. past arrival times. We assume fully preemptive
scheduling with no overhead.

We use E,[-] and P, [-] to denote expectation and probability, respectively, under the stationary
distribution under scheduling policy 7. These are meant in the long-run average or steady-state
senses (which are equivalent by ergodicity). Specifically, the number of jobs, denoted N, and work,
denoted W (i.e. total remaining service time of all jobs), can be understood in a long-run time
average sense; and the response time, denoted T, can be understood in a long-run average-over-jobs
sense, or in a tagged-job sense [19].

For any set U € R0, N(size € U) denotes the number of jobs in the system whose size is in the
set U, and N (age € U) denotes the number of jobs in the system whose age is in the set U.

10ne can obtain an in-expectation bound for the untruncated infinite-variance case, but we believe a high-probability bound
is not possible with our techniques, so we omit it for brevity.
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2.1 SOAP policies

A SOAP policy [39, 43, 46, 54] is a scheduling policy that works by assigning each job a priority as
a function of its age. A SOAP policy 7 is specified by its rank function, denoted

rr i Ryg — Ry U {eo},

which assigns to each age a a numerical rank r,(a), representing the priority of an age-a job. The
scheduler always serves the job of minimal rank, i.e. lower rank is better priority.?

For the most part, when multiple jobs are tied for minimal rank, we break the tie in first-come
first-served (FCES) order, serving the job among them that arrived least recently. The only exception
is that when multiple jobs are tied at rank oo, we break the tie using (preemptive) last-come first-
served (PLCFS), serving the job among them that arrived most recently.> We use this convention to
allow the use of PLCFS as a “fallback option” for jobs that reach sufficiently large ages. In particular,
for all SOAP policies in this paper, once a job reaches rank oo, it remains at rank co thereafter.

2.2 True, empirical, and truncated job size distributions

We refer to any distribution supported on Ry as a job size distribution, which we represent as a
cumulative distribution function (CDF). For a job size distribution G, we denote its tail function
(aXk.a. complementary CDF) by G(x) = 1 — G(x). Aside from the true job size distribution F, the
main other job size distribution we consider is the empirical distribution of samples from F.

Definition 2.1. Given n i.i.d. samples Sy, ...,S, ~ F, the empirical job size distribution is defined
as the empirical CDF

1 n
XH;;H{S,'SX}.

We typically denote the empirical distribution by G when needed, though G also often denotes a
generic job size distribution.

We will often compare two distributions that are close in tail behavior (usually the true and
empirical distribution). The following definition formalizes this notion.

Definition 2.2. We describe distributions G and H as e-multiplicatively close if for all t > 0

@ € [e”?

H(t) el

where we adopt the convention that % =1
If this bound only holds for ¢ < ¢ for some ¢ > 0, we say they are e-multiplicatively close up to {.

The notion of e-multiplicative closeness is not introduced as an external modeling assumption.
Rather, it arises naturally when comparing an empirical distribution to the true distribution using
standard tools from empirical process theory [29, 52, 57]. As a result, multiplicative tail comparisons
are a natural notion of distributional proximity that “fall out” of the problem when the empirical
distribution is the only available approximation to F.

The following concentration result shows that, with high probability, the empirical job size
distribution obtained from n samples from F is e-multiplicatively close to F up to some threshold ¢.

2Always serving the job of minimal rank can naturally lead to processor sharing in certain situations [46, Appendix B], but
for the purposes of this paper, one can safely imagine processor sharing as rapidly swapping service between multiple jobs.
3This is a slight deviation from the usual presentation of SOAP policies, but all the relevant definitions and results easily
generalize to this slightly different tie-breaking rule along the lines of Scully et al. [46, Appendix A].
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LEMMA 2.3 (SAMPLE COMPLEXITY FOR £-MULTIPLICATIVE CLOSENESS, [57, LEMMA 1]). Let F denote
the CDF of a job size distribution on R.. Let G be the empirical CDF based on n i.i.d. samples from F.
Then for any e € (0,0.6), we have

G(x)
sup —
o<x<t F(x)

—ne?F(¢
€ [e7%,e*] with probability at least 1 -2 exp(ngT()).

ProoF skeTcH. This result is a corollary of Wellner [57, Lemma 1], rephrased for a general
distribution F. For details, see the proof in Appendix D.1. O

Because the concentration bound in Lemma 2.3 only guarantees closeness between the empirical
and true distributions up to a finite threshold (as is the case for any finite-sample bound for empirical
CDFs), we will sometimes work with truncated versions of these distributions.

Definition 2.4. For any job size distribution G and truncation at £ > 0, the £-truncated distribution,
denoted Gy, is defined by its tail function as

Golx) = {G(x) x<ft

0 x >t

Thus G, coincides with G below ¢ and treats all jobs larger than ¢ as having size exactly ¢.

2.3 The Gittins policy

In this paper, we focus specifically on the class of Gittins scheduling policies.

Definition 2.5. Let G be a generic job size distribution. The Gittins policy constructed from G,
denoted by y(G), is a SOAP policy with rank function*>

Escl(Spb)—als>al 3¢ Gig) 5

infp>0 =5 15215
rc) (a) = s~G[S<b|S>a] '
v(©) {oo otherwise.

Note that by construction, for any Gittins policy y(G,), jobs whose age exceed ¢ are subjected to
the “PLCFS fallback” as in Section 2.1.

We often consider the Gittins policies constructed from certain specific distributions. In informal
discussion, we use the following terminology.
e The Gittins policy constructed from the true distribution F, denoted y(F), is referred to as
the true Gittins policy.
e The Gittins policy constructed from an empirical distribution is referred to as the empirical
Gittins policy.
e The Gittins policy constructed from an ¢-truncated empirical distribution for some 7 is
referred to as the truncated empirical Gittins policy.
Throughout this paper, we make use of the fact that the true Gittins policy is the optimal
nonclairvoyant policy for mean response time.

THEOREM 2.6 (OPTIMALITY OF THE TRUE GITTINS POLICY, [39, THEOREM 16.1]). Let F denote the
true job size distribution in an M/G/1 queue. Among all nonclairvoyant scheduling policies r, the true
Gittins policy y(F) minimizes the mean response time; that is:

E, ) [T] < EL[T].

“4The reciprocal of the Gittins rank is known as the Gittins index [1, 14].
SWe use the notation (x A y) throughout the paper to mean min(x, y).
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3 Robustness of Gittins to multiplicative tail perturbations

In this section we prove a new version of WINE, which we refer to as multiplicatively close WINE
(Theorem 3.9), that is designed to analyze the performance of the Gittins policy y(G) where G
is a job size distribution multiplicatively close to the true job size distribution F. We then use
multiplicatively close WINE to prove the following theorem, which states that the response time of
the Gittins policy in the M/G/1 is robust to multiplicative perturbations of the job size distribution’s
tail.

THEOREM 3.1. IfG is a job size distribution that is e-multiplicatively close to F, then

E T
M € [1,¢*].
[Ey(F) [T]

While Theorem 3.1 is not directly applicable when G is an empirical distribution, for which
multiplicative closeness holds only up to a threshold (Lemma 2.3), it serves as a stepping stone
towards our analysis of truncated empirical Gittins in Section 4.

3.1 Introduction to WINE

WINE, which stands for Work Integral Number Equality, is a queueing identity that can relate the
number of jobs in the system to certain rank functions [39, Section 4]. We start by introducing
the “classical” WINE from prior work, which relates the number of jobs in the system to the rank
function of true Gittins. However, our presentation uses more general notation, which will be
necessary to state and prove our new extensions of WINE.

The key concept underlying WINE is r-work, which is roughly “work if each job were stopped
upon reaching rank r”. Below, we define r-work for individual jobs and the system as a whole.

Definition 3.2. Let r > 0 and let G be a job size distribution. The remaining G-Gittins r-work of a
job at age a is the amount of service it needs until it either completes or reaches age

by)(a,r) =inf{b > a:r,c)(b) 21},

the first age > a whose rank under y(G) is at least r. Note that if the rank is already at least r at
age a (i.e. if ryg(a) > r) then by (G)(a,7) = a, and so the job’s remaining G-Gittins r-work is 0.
Now let H also be a job size distribution. The expected remaining G-Gittins r-work under H for a
job at age a is
suG(ar) =Es-ug[(SAby(ar)—alS>al.

Definition 3.3. Let r > 0 and let G be a job size distribution. The system G-Gittins r-work,
W(y(G) < r), is the sum of the remaining G-Gittins r-work of all jobs in the system. We will often
care about the expected system G-Gittins r-work with respect to the true job size distribution F
conditioned on knowing the ages of all jobs currently in the system. Let A; be the age of i-th job
currently in the system and let A= [A1, ..., AN] be the list of all jobs’ ages, where N is the number
of jobs in the system. Then,

. N
Ex[W(y(G) <r) | Al = ) spa(Awr), (3.1)
=1
where 7 is an arbitrary (nonclairvoyant) policy. Notice 7 is absent from the right-hand side, so this
does not depend on the policy 7 (beyond requiring nonclairvoyance).

The rough idea behind WINE is the following. First, we observe that a certain integral of a single
job’s expected r-work always yields 1, no matter the age of the job, an observation sometimes called
“single-job WINE” [39]. Second, we use linearity of expectation to conclude that if we integrate
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the expected r-work of the entire system, instead of the expected r-work of a single job, then we
obtain the number of jobs in the system, because each job contributes 1. This is formalized in the
propositions below.

PROPOSITION 3.4 (CLASSICAL SINGLE-JOB WINE, [39, PrROPOSITION 15.9]). Let G be an arbitrary
Jjob size distribution. Then, for all agesa > 0,

® s, a,r
/ —G’G(2 ) dr=1.
0 r

Definition 3.5. Let G be a job size distribution. Let the G-pseudonumber of jobs in the system be
. ® EL[W(y(G) <r) | A
fo- [ EMWG©Q <A,
0

r2

where A = [A, ..., An] is the list of all jobs’ ages. Similarly to Definition 3.3, N does not depend
on the policy 7 (beyond requiring nonclairvoyance).

ProposITION 3.6 (CrAssicAL WINE [39, THEOREM 15.10]). The F-pseudonumber of jobs equals the
true number of jobs: Np = N.

PROOF SKETCH. Letting G = F, expand the integral that defines N using (3.1) to obtain a sum.
By Proposition 3.4, each of the N jobs contributes 1 to the sum. O

3.2 Multiplicatively close WINE

In Theorems 3.8 and 3.9 below, we give an extension of WINE that uses G-Gittins r-work for
distributions G that need not be the true distribution F. The main result is that if G and F are multi-
plicatively close, then Ng /N is close to 1, i.e. the G-pseudonumber of jobs is a good approximation
for the true number of jobs. Classical WINE is then the special case where G = F, in which case
Ng/N = 1. The proofs are straightforward once we have the following lemma in hand.

LEMMA 3.7. If G and H are e-multiplicatively close job size distributions, then for allb > a > 0,
Es-g[(SAD)—a|S > al
Es-g[(SADb)—a|S > al

Proor. By the tail integral formula,

[ —2¢ 25]

,€

b ~ b 17
[ESNG[(S/\b)—a|S>a]=/ g((;))dtSeZE %dt:eze[ESNH[(S/\b)—a|S>a].

The lower bound follows analogously. O

THEOREM 3.8 (MULTIPLICATIVELY CLOSE SINGLE-JOB WINE). If G and H are e-multiplicatively
close job size distributions, then for all a > 0,

/ ® sH,c(Za, r) dr € [e~%, ¢¥].
0 T
Proor. By Lemma 3.7,
/°° suo(ar) . _ /°° Es-GL(S A b(ay(H) <r)~a|$>a]
0 ré 0 ré
L 625/00 Es-u[(SAb(ay(H) <r))—alS>a & = 625‘/00 spu(ar)
0 0

r2 r2

dr

dr = €%,

where the last equality follows by Proposition 3.4. The lower bound follows analogously. O
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THEOREM 3.9 (MULTIPLICATIVELY CLOSE WINE). IfG is a job size distribution e-multiplicatively
close to F, then for any policy r,

[EH[NG] -
2¢ 2 J2¢
N € [e™*%,e”*] and —[E,[[N] € [e™7, e*f].

Proor. Observe that,

e N
n C EL[W(y(G A « Aj,
NG:/ AWy (©6) <) | ]dr=2/ SEGUALD) o o [te, e,
0 i=1 Y0 r

r2

where the last inclusion uses Theorem 3.8. Since the ratio between Ng and N holds almost surely
(for any ), the ratio between E, [Ng] and E, [N] follows immediately. |

3.3 Proving robustness of Gittins to multiplicative tail perturbations

The original application of classical WINE was to prove that y(F) minimizes the mean response
time across all possible policies in the M/G/1 queue. In addition to WINE, the other key ingredient
needed to prove Gittins’s optimality was the following lemma (simplified and restated for our
setting) and its corollary. We will need these to prove Theorem 3.1.

LeEMMA 3.10 ([39, COrOLLARY 8.9]). Let G be a job size distribution. Then for all policies = and
ranks r, system G-Gittins r-work is first-order stochastically minimized by the y(G) policy. That is,
forallx > 0,

Py)[W(y(G) <r) <x] <P [W(y(G) <r) <x].
COROLLARY 3.11. Let G be a job size distribution. Then for all policies 1, E, (G) [Ng] < E-[Ng].

Proor. This follows almost immediately from Lemma 3.10 and Tonelli’s theorem:

. ® Ey)[W(y(G) <] * EL[W(y(G) <r)] .
E, () [Nl :/0 7@ 2 dr < /(; er g = E,.[Ng]. m]

Proor oF THEOREM 3.1. The lower bound holds by optimality of true Gittins. For the upper
bound, multiplicatively close WINE (Theorem 3.9) and Corollary 3.11 imply

e*Ey(r)[N] > Ey(r)[Nc] > E,6)[NG] = e *E, ) [N],

Eyo Tl _ Eyo) [Nl _ 4

and so by Little’s law, E, o [TT = Ey ) [N] S

4 Truncated empirical Gittins

In this section, we prove that a Gittins policy constructed from a truncated empirical distribution
achieves, with high probability, a mean response time close to that of the optimal policy y(F). Our
main result is the following.

THEOREM 4.1. Let G be an empirical distribution constructed from n samples from F. Let ¢ € (0, 0.6),

¢>0,andd € (0,1). Ifn > %, then with probability at least 1 — 6,

AE[(S A £)?] . E[S]|S > 1]
2(1-p)? (1-p) )

where y(F) is the Gittins policy constructed from F and y(Gy) is the Gittins policy constructed from
the truncated empirical distribution G,.

Ey o) [T] < e*E,r)[T] + F(0)
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Note that this bound depends on the underlying true job size distribution F as well as our choice

of truncation ¢. In Section 6, we discuss how to choose ¢ and characterize the resulting error.

Our strategy for proving near-optimality proceeds as follows:

(1) Using a finite-sample concentration bound (Lemma 2.3), we show that, with high probability,
the tails of the true and empirical distributions (F and G) are e-multiplicatively close up to
some £ > 0 (Definition 2.2).

(2) We decompose the expected number of jobs in the system under truncated empirical Gittins
into the sum of the number of jobs with ages above and below ¢.

(3) Due to the optimality of ¢-truncated true Gittins on the age < ¢ subsystem and the ¢-closeness
of F; and G,, we are able to use Theorem 3.1 to bound the number of jobs with age < ¢ in
terms of true Gittins.

(4) We separately bound the number of age > ¢ jobs using a tagged job argument (Lemma 4.3).

(5) Finally, we combine the results for age < ¢ and age > ¢ jobs to get a bound on response time
ratio via Little’s law.

Before proceeding with the proof of Theorem 4.1, we state some necessary auxiliary lemmas.

LEMMA 4.2. Suppose G is e-multiplicatively close to F up to some £ > 0. Then G, is e-multiplicatively
close to F,.

_ Proor. Forall 0 < a < £ we have F(a) = F(a) and G,(a) = G(a), and for all a > ¢ we have
F;(a) = G¢(a) = 0. Thus, the lemma follows from Definition 2.2. O

Lemma 4.2 shows that multiplicative tail closeness between F and G below ¢ transfers directly to
their truncated counterparts F, and G;. As a result, Theorem 3.1 allows us to compare the behavior
of the Gittins policies y(Gy) and y(F;) on jobs that have not yet reached age ¢. However, this
comparison alone is insufficient to bound performance relative to the true Gittins policy y(F),
since truncation alters the treatment of jobs whose ages exceed ¢. The main remaining difficulty
is therefore to control the contribution of jobs that reach age at least ¢, which cannot be handled
via distributional closeness and must instead be bounded directly. The following lemma provides
such a bound by relating the number of large jobs under truncated Gittins to standard workload
quantities using a tagged job argument.

LEMMA 4.3. Let G be a job size distribution. Then the £-truncated Gittins policy y(G,), satisfies
AE[(S A 0)?] N E[S]|S = ¢]
2(1-p)? (1-p)

Proor skeTcH. This follows from Little’s law, standard results regarding the mean work in a
stationary M/G/1 queue [19], and reasoning about what work in the system must be completed
prior to the completion of a tagged job with size > £. See Appendix D.2 for a complete proof. O

E,(G,) [N(size > £)] < AF(¢)

We are now ready to prove Theorem 4.1 using the above lemmas, Lemma 2.3, and Theorem 3.1.

PROOF OF THEOREM 4.1. The assumption on n is equivalent to § > 2 exp(—ne?F(¢)/3), so Lem-
mas 2.3 and 4.2 imply that G, is e-multiplicatively close to F, with probability at least 1 — 6, so
assume this multiplicative closeness hereafter.

We then decompose the expected number of jobs in the system under policy y(G,) into the sum
of the expected number of jobs in the system currently at age < ¢ and the number of jobs in the
system currently at age > ¢, both still under policy y(G,). That is,

[Ey(Gt) [N] = [EY(G[) [N(age <]+ [EY(G[) [N(age >0)].
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Observation 4.4. When considering solely the number of jobs of age < ¢, note that N(age < ¢)
goes down whenever a job either completes or when a job reaches age ¢. Therefore, when considering
the “subsystem” of age ¢ jobs, the “job size distribution” behaves exactly like the ¢-truncated true
job size distribution, Fy. Therefore, by Theorem 2.6, the Gittins policy constructed from Fy is optimal
for the subsystem of age < ¢.

Combining this result with our concentration bound, we can apply Theorem 3.1 to the age < ¢
subsystem and find that

[EY(G[) [N] = [Ey(G[) [N(age <]+ [EY(G[) [N(age > 0)]
< e4£[Ey(F,) [N(age < )] +Ey(g,)[N(age = 0)].

Now note that, once again by Observation 4.4, y (F;) will minimize the number of jobs in the system
of age < £ relative to any other policy, including y(F), and so

E,c,)[N] < e4S[EY(F) [N(age < £)] +[Eyg,)[N(age = £)].
We then subtract £, (r)[N] from both sides. Because jobs of age > ¢ must necessarily be of size > ¢,
Ey(Go [N] = Eyr)[N]
< (e* = DE(r)[N(age < )] + Eyc,) [N(age > )] — Ey(r)[N(age > 0)]
< (64‘S - 1)[EY(F) [N(age < £)] + [EY(G(’) [N (size > £)]
AE[(SA€)?] E[S|S=>¢]
o+
2(1-p) (1-p)

where the last inequality is due to Lemma 4.3 and the fact that N(age < £) < N. The result then
follows by Little’s law. O

< (¢* = 1)E,r) [N] + AF(0)

s

5 Bounding empirical Gittins’s response time

In this section we extend the response time bound in Section 3 under the weaker condition that
G is e-multiplicatively close to F only up to some £ > 0, as long as G is an empirical distribution
generated from samples. We then use this to prove a (with high probability) response time bound
as in Section 4, but now for empirical Gittins instead of truncated empirical Gittins. This result is
summarized in the following theorem.

THEOREM 5.1. Let G be an empirical distribution constructed from n samples from F. Let € € (0, 0.6)

3log(2/9) 2e _ F()
andd € (0,1). Ifn > Fe ande 0

> 0, then with probability at least 1 — 6,

2¢ . F(0)
E [T] < inf M
v(©) T k>0 g _ F(O)
F(k)

F(k)(1+hy) { AE[S?]
(1-p) \2(1-p)

v [T] + +[E[S|S>k])),

where hy, = Y1 % is the n-th harmonic number.

Note that unlike the result in Theorem 4.1, which has only one parameter ¢, we now have a
second parameter k € (0, ¢) to choose. We introduce this new parameter to handle the fact that
the bound has a h,, =~ log n term out front. If we did not introduce k (which in the proof equates
to letting k = ¢), the term out front would instead be €% + h, — oo as n — oo. This is clearly
E(0)

o h, — 0 as n — oo and thus that

undesirable. By choosing the k carefully we can ensure that
Ey(6)[T] approaches E,(r)[T] (Theorem 6.3).
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There is an important distinction between the role the parameter £ plays in Theorem 4.1 vs. the
roles k and ¢ play in Theorem 5.1. In Theorem 4.1, £ is an input to the policy, namely the truncation
threshold, meaning ¢ is something we have to choose without knowledge of the true distribution.
In contrast, in Theorem 5.1, k and ¢ are inputs only to the analysis, not the policy itself, meaning k
and ¢ can be optimized with knowledge of the true distribution; this is why we can take an infimum
over them.

To prove Theorem 5.1 we will separately bound the contribution of jobs with ages < k and those
with ages > k to the multiplicatively close WINE integral. The former will be analogous to what
we did in the previous sections due to G being e-multiplicatively close to F up to [ > k with high
probability. The latter requires a new approach and is the focus of the following section.

5.1 Asingle-job WINE bound for empirical distributions

In this section we wish to bound the contribution of jobs with ages > k to the multiplicatively close
WINE integral, which, based on the proof of Theorem 3.9, we know we can do by finding an upper

bound on .
onc(a) = / suG(ar) dr
0

2
’
for all ages a > k and job size distributions H, given only the assumption that G is a non-negative
empirical distribution constructed from n samples. In particular, we will show that under this
assumption,

1
¢rG(a)dr < h, = Z =
i=1

for all ages a > 0 and size distributions H. We call this single-job WINE for empirical distributions
(Theorem 5.3), though it relies only on G being a mixture of n point masses. Our approach is:
(1) choose the distribution H that maximizes ¢g g(a), removing the dependence on H; then
(2) show that h,, is an upper bound by induction on the number of samples n used to construct G.
The step involving H is straightforward. We introduce a new distribution, referred to as co,
under which S = oo almost surely. Intuitively, choosing H = co maximizes the expected remaining
G-Gittins r-work under H, and one can easily verify by expanding the definition sy G (a,r) that
oo bY(G)(a; r)—a dr

01.6(@) dr < puog(a) = /

0 r

Remark 5.2. Throughout the remainder of this section, we assume without loss of generality
that G is a discrete uniform distribution with atoms 0 = Gy < G; < G3 < -+ < G, and thata = 0
(so we only need to show that ¢ G(0) < hy). The former assumption is justified by Theorem C.1
in the appendix, which shows that we can “split up” atoms with probability mass 7 and m > 1 into
m atoms of mass % while still maintaining an upper bound. The latter assumption is justified by
the following argument. Let G|, denote the distribution of X conditioned on X > t, where X ~ G,
and then observe that

ry(6l.) (@) = ry6)(a+1), (5.1)
by the definition of 7, () (a). This can be seen by comparing Figs. 5.1 and 5.2. It follows that

Poo,G (a) = @,G|>a (0)>

so proving the upper bound for an arbitrary discrete uniform distribution G at a = 0 is sufficient.

We now prove that ¢ (0) < h,, by induction on n. In this section, we outline the key ideas in
some detail, but we defer the formal proof to Appendix A.
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yG)(@)

A
Vi ¢

Goal

R"TTT

1
o drda < hy

Fig.5.1. The Gittins rank function v(G) (a) for discrete uniform distribution G = Unif{3, 6, 16, 20}. The dashed
blue line is wy, () (0, a) = supy<, <4 'y(G) (), and the region above it, referred to as V' in the text, is shaded
blue. The blue shaded region is separated into two sub-regions, V; and V,, which correspond to the ages
before and after the first atom respectively.

The first key idea is to view ¢« (0) as an integral over a region:

o,r @ 0r) 4
wm,c;(o)zf (G)( ) d / /, —dadr—/ — dadr,
0 VV

where V = {(a,r) € [0,00)% : a < by(G) (0,7)}. See Fig. 5.1 for an illustration of V, where it the blue
shaded region V; U V,. We would like to separate V into two regions:

(1) a region which depends only on the first atom Gy, and

(2) aregion which depends only on the atoms G, . .., G,.

The integral over the first region can then be explicitly computed, and the integral over the second
region can be bounded using the inductive hypothesis, as it is a shifted copy of a region resulting
from a distribution with n — 1 atoms.

One might hope that the regions V; and V; from Fig. 5.1 would satisfy the above requirements,
but this is not the case. The problem is that r,(g) (0) > r,(c)(G1), which causes the lower vertical
limit of V; at some ages to be ry(g)(0), which depends on G, so requirement (2) fails.® To remedy
this, we can imagine shifting all the atoms of G to the left until r,(5)(0) < ry(5)(G1), and then
splitting V into two regions with the desired properties. Equation (5.1) tells us that this shifting
operation can be accomplished by conditioning G on being greater than ¢ for some sufficiently
large t < G;. We see an example of this in Fig. 5.2 which has distribution G’ = G|, ,ie. G is G
shifted left by 1. Additionally, we can see that the regions V| and V, in Fig. 5.2 satisfy requirements
(1) and (2)—in particular, it is clear that

1
/ . — drda = ¢, Glg, (0).

Since G|, g, is a discrete uniform distribution with n — 1 atoms, the inductive hypothesis guaran-
tees that the above integral is bounded above by h,_;. Lastly, since V depends only on Gy, it is
straightforward to manually compute that

/] ﬁdrda— -
V/

which means that ¢, g|_, (0) < 1 +h,_1 = hy,, completing the proof of the inductive step. A similar
computation works for the base case of n = 1. The last step to complete the proof is then to show

%It turns out requirement (1) also fails in this case, as perturbing G, would perturb 7y(G) (0) and thereby perturb V;.
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10+ U —drda = -

- - S - 4

U i drda < hy

\k Vs y2
v + . - >
0 5 10 15 20

Fig. 5.2. The Gittins rank function ry, (/) (a) for discrete uniform distribution G’ = Unif{2,5, 15,19}, which is
equivalent to Gl. where G is the distribution from Fig. 5.1. The dashed blue line is wy (') (0, a). The region
above it is shaded blue and split into two sub-regions V| and V;, which correspond to the ages before and
after the first atom respectively. Because V, does not depend on the first atom, we can use the inductive
hypothesis to conclude that the integral of 1/r? over V, is at most h3. We can manually compute that the
integral of 1/r? over V] is1/4.

that 9o 6(0) < @, G|, (0), that is, that the “sliding” operation can only increase the integral over
the region V.
In Appendix A, we formalize the above ideas to prove the following.

THEOREM 5.3 (SINGLE-JOB WINE FOR EMPIRICAL DISTRIBUTIONS). Let G be an empirical job size
distribution constructed from n samples and let H be an arbitrary job size distribution. Then for all

agesa > 0,
(o)
sa(ar)
I E— dr < hy,
0 r

where hy, = Y1, % is the n-th harmonic number.

5.2 Bounding the response time of empirical Gittins

The proof of Theorem 5.1 has two main steps, mimicking the structure of Theorem 3.1:

(1) We first bound the contribution a job of age < k can make to the multiplicatively close WINE
integral (analogous to Theorem 3.8) and then combine that with Theorem 5.3 to bound Ng
in terms of N (analogous to multiplicatively close WINE, Theorem 3.9). This is all done in
Theorem 5.5, which is WINE for empirical distributions.

(2) We then use the fact that y(G) minimizes Ng (Corollary 3.11) along with the bound on Ng
to bound [, () [N] (analogous to the final step in the proof of Theorem 3.1). This is done in
Lemmas D.1 and D.2.

Due to the similarity to the proof of Theorem 3.1, we give only step (1) below, deferring step (2)
and the proof of Theorem 5.1 itself to Appendix D.3.
Before proceeding, we prove a quick helper lemma.

LEmMMA 5.4. Let G and H be job size distributions and let £ > 0. Then for all ranks r and ages a < ¢,
H(t)

byc)(ar)nt H(t)
/ —=dt <spglar) < / ——dt + ——=suc(4r).
a H(a) a H(a) H(a)

byc)(ar)nt I—_I(t)
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Proor skeTcH. This follows from a straightforward computation after observing that for any
age a < £, we can split the service until b, () (a, r) into service until b, (g)(a,r) A £ and then any
remaining service. A complete proof is presented in Appendix D.3. O

THEOREM 5.5 (WINE FOR EMPIRICAL DISTRIBUTIONS). Let G be a mass n empirical job size distri-
bution that is e-multiplicatively close to F up to £ > 0. Then forall0 < k < ¢,

—2¢e F( ) 2 @
(e F(k))N(age <k) <N (e + o) h,,)N(age < k) + h,N(age > k).

Proor. Fixa 0 < k < £ and then let 0 < a < k. Using Lemma 5.4 with distributions F and G and
then using their e-multiplicative closeness up to ¢,

v(G) (ar)AL v() (@r)AL
e % ‘/a “ (C;;((:)) dt < spgar) < e ‘/a () g((:)) dt + FEZ;SFG(f r).

Using Lemma 5.4 again, but this time letting both distributions be G, we can get that

~ 6 (ar)At
scglar)— ggg st r) < /{; " g((a)) dt < sgglar).

Combining the above inequalities and once again using the e-multiplicative closeness of F and G,
yields

—2¢

¢ F(¢
e “sgglar)— = )SG,G(f, r) <spglar) < e¥sgg+ = )SF,G(f, r).

a F(a

Thus, by Proposition 3.4 (classical single-job WINE) and Theorem 5.3 (single-job WINE for empirical
distributions),

e_zg_@S/‘”sF,c(za,r) i< s F(t’)
F(a) 0 r F(a)

We would now like to bound Ng. We will bound the contribution of all jobs of ages < k to the
integral using the above bound, and the contribution of all jobs of ages > k using Theorem 5.3:

0 / Wy (G) <r) IA]
0

NG =
2

N N
® Ai, ® Ai,
=§ 1(A; < k) Mdr+§ 1(A; = k) Mdr,
i=1 0 r? i=1 0 r?

and then by the above we have,

—2¢ F( ) sk (Ai, r) 2 | F([)
(e F(k))N(age <k)< Z 1(4; < k)/ FG— < (e 70 )N(age <k)

and by Theorem 5.3 (single-job WINE for empirical distributions),

0<Z1](A >k)/ Md < hnN(age > k).

i=1

Putting these together gets the desired bounds. O
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6 Asymptotic analysis of mean response time error

In this section, we characterize the asymptotic dependence of the mean response time ratio between
empirical and true Gittins policies on the true job size distribution, load p, and number of samples n.

For a given true distribution and load, we wish to understand two quantities: (1) how many
samples are required to achieve a given multiplicative error, meaning mean response time ratio
minus one, with high probability; and (2) when using truncated empirical Gittins, where to truncate
to minimize the asymptotic error.

Our results are phrased as rates in the n — oo, p — 1, and § — 0 limits, where p is the load,
n is the number of samples, and § is the desired upper bound on the failure probability. We use
standard asymptotic notation O(-), Q(-), and ©(+), along with 0() to suppress factors that are
logarithmic in n, 1/(1 — p), and 1/§. Constants hidden by the asymptotic notation may depend on
the distribution. We sometimes use asymptotic notation with other variables whose limiting values
will be clear from context.

Our results depend on a parameter « that captures how heavy the true distribution’s tail is.
Specifically, we assume throughout that the upper Matuszewska index of F is less than « [4, Chap-
ter 2]. More concretely, this is equivalent to assuming that there exists ¢ > 0 such that for all
y=2x2>0,

v c(g) ‘. 6.1)
F(x) x

One could easily extend our analysis to handle a weaker assumption, such as F(x) < O(x~%), at
the cost of worse convergence rates. But (6.1) turns out to be the natural assumption to make,
which is unsurprising given that existing heavy-traffic analyses of M/G/1 scheduling also rely
on assumptions on Matuszewska indices [22, 27, 41]. We also emphasize that (6.1) is far from a
restrictive assumption: most common examples of parametric distributions (Pareto, log-normal,
Weibull, exponential, normal, etc.) that satisfy F(x) < O(x~%) also satisfy (6.1).

We defer all of the proofs to Appendix B, as they follow from Theorems 4.1 and 5.1 and straight-
forward computation.

THEOREM 6.1 (TRUNCATION, FINITE VARIANCE). Let @ > 2 be such that F satisfies (6.1), and let
G be the empirical distribution constructed from n samples from F. Consider the truncated empirical
Gittins policy y(G,) for some truncation level £, which may depend on G. Choosing £ such that

G(e) = @(min(n—1/3(1 )T 5 (1 - p)(sa—?%))

yields, with probability at least 1 — &, multiplicative error bounded by
Ey6nlTl

Eyr)[T]

THEOREM 6.2 (TRUNCATION, POTENTIALLY INFINITE VARIANCE). Let a € (1,2) be such that F
satisfies (6.1), and let G be the empirical distribution constructed from n samples from F. Consider

the truncated empirical Gittins policy y(G,) for some truncation level £, which may depend on G.
Choosing ¢ such that

-1< 5(max(n_1/3(1 —p)ﬁ,n%(l —p)m)).

é(f) = @(min(n%(l _ P)%, n%(l _ p)%))
yields, with probability at least 1 — 8, multiplicative error bounded by

Eycn Tl

~ —2(a-1) —2a —(a-1) —a
— 1= O(max(n 5a~4 (1 — p)ia-i,naz (1 _p)m))_
Eyr) [T]
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THEOREM 6.3 (NO TRUNCATION, FINITE VARIANCE). Let o > 2 be such that F satisfies (6.1), and let
G be the empirical distribution constructed from n samples from F. The empirical Gittins policy y(G)
achieves, with probability at least 1 — §, multiplicative error bounded by

[Ey(G) [T]
E, ) [T]

We have not proven a result with no truncation and potentially infinite variance, i.e. for a € (1, 2).
We believe the multiplicative error is still small in expectation, but the upper tail may decay slowly
enough that the dependence on 1/6 is polynomial rather than polylogarithmic. Understanding
this would require digging into the details of what is known about the asymptotic behavior of
true Gittins’s rank function at large ages [41, 49] and understanding the extent to which those
properties carry over to empirical Gittins.

—~ —3a —(a-1) —3a
-1<0 (max(n_1/4(1 _ p)4(a71>,nm(1 — ,0) (4a=3)(a-1) ))

7 Simulations

The goal of this section is to answer the following two questions:
(1) How well do the empirical policies proposed in this paper do compared to the optimal policy
in practice?
(2) Do simulations show an obvious winner between the truncated empirical Gittins policy y(Gy)
and (untruncated) empirical Gittins policy y(G)?
The short answers are: (1) they do quite well in practice, even with relatively few samples (on the
order of 1000), and (2) (untruncated) empirical Gittins seems to do better with fewer samples and
when the variance is lower, but truncated empirical Gittins also does well when there are more
samples, the variance is higher, and there is high load. The primary takeaway from this section
should be that, when the variance is finite, simply using empirical Gittins will usually be good enough.
If the underlying distribution is suspected to have infinite variance, truncation may help, but we
leave a rigorous simulation study of this to future work due to engineering challenges (Appendix E).

7.1 Experiment setup

For each combination of experiment parameters (distribution F, load p, number of samples n) we
ran 100 trials each of which was comprised of the following steps:

(1) Sample n points from the distribution F and construct an empirical distribution G.

(2) Compute both y(G) and y(Gy).

(3) For each of the policies, simulate 10,000 busy periods in an M/G/1 queue with job size

distribution F and load p and record the mean response times.

We ran trials with number of samples equaling 10, 100, or 1000 and load chosen to be 0.8 or
0.98. We considered two different discretized distributions,” which we will refer to as the 1-6-14
distribution and the bounded Pareto distribution.

e The bounded Pareto distribution we considered was a Pareto distribution with scale parameter
Xm = 2 and shape parameter o = 1.2, bounded above at 500 and discretized with step size
0.01.

e The 1-6-14 distribution is a Gaussian mixture model with component means at 1, 6, and 14,
each having standard deviation 0.5 and equal mixture weights. It was bounded below at 0
and above at 16 and discretized with step size 0.01.

For the truncated empirical Gittins policy, we truncated at the age ¢ corresponding to G(f) =
n~13(1 = p)?/3, which we chose by letting @ — oo in the truncation rule in Theorem 6.1.%

"Both distributions needed to be discretized since the simulation could only compute Gittins ranks for discrete distributions.
8Since both of these distributions are bounded, they are light-tailed and have all moments finite, which corresponds to a
Pareto distribution with @ — oo.
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Fig. 7.1. Histograms showing the mean response time of the (untruncated) empirical Gittins policy y(G) in
trials with different numbers of samples n.

7.2 Results

Figure 7.1 demonstrates how the distribution of mean response times of the empirical Gittins policy
across the 100 trials concentrates as we increase the number of samples. In particular, we see that for
both distributions the performance of the empirical Gittins policy concentrates near that of the true
Gittins policy y(F) at 1000 samples. Figure 7.2 compares the performance of the empirical Gittins
policy y(G) and the truncated empirical Gittins policy y(G,) across distributions, loads, and number
of samples. We see that in all but one case, the empirical Gittins policy outperforms the truncated
empirical Gittins policy and in many cases almost matches the performance of the true Gittins policy
at 1000 samples. The truncated empirical Gittins policy matches the performance of the empirical
Gittins policy for the bounded Pareto distribution with load 0.98, suggesting that the truncation
may be of use when variance and load are both high and there are a non-trivial number of samples
available (> 1000). Figure 7.2 also includes FCFS and PLCFS as baseline policies. For the bounded
Pareto distribution, both empirical Gittins and truncated empirical Gittins substantially outperform
these baselines with as few as 10 samples. For the 1-6-14 distribution, FCFS (whose performance
is better than PLCFS) outperforms empirical Gittins at 10 samples, performs comparably at 100
samples, and is surpassed by it at 1000 samples.

8 Future work

We conclude by outlining a few directions for future work motivated by the results and techniques
developed in this paper.

8.1 Remaining open questions about empirical Gittins

Our results still leave open several questions about empirical Gittins, particularly regarding lower
bounds. For instance, can we prove lower bounds on the convergence rates of empirical Gittins,
with and without truncation, that match the upper bounds we obtain in Section 67 In light of our
simulation results in Theorem 6.3, we conjecture that the true convergence rate of the untruncated
case is at least as good as that of the truncated case, in which case our current result for the
untruncated case would not be tight.

Returning to the problem formulation from Section 1.1, we could also ask about a universal lower
bound. Does some version of empirical Gittins achieve the optimal convergence rate among SOAP
policy constructions? We conjecture that up to sub-polynomial factors, the answer is “yes” in at least
some cases, such as the light-tailed case (¢ — o0) with load fixed and a large number of samples
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Fig. 7.2. Comparison of the empirical Gittins policy y(G) and the truncated empirical Gittins policy y(Gy)
across all experiments. The vertical axis is the ratio between the mean response time of a single trial under
a given policy and the optimal mean response time of y(F). FCFS and PLCFS are included as baselines for
comparison; however, FCFS falls outside the plotted range in two of the experiments.

n — co. That is, we believe Q(n~'/?) scaling is inevitable, as it arises naturally from Lemma 2.3 by
asking for the empirical distribution to be e-multiplicatively close to the true distribution up to its
(1 — ¢)-th quantile.

8.2 Leveraging kernel density estimation

Another approach to sample-based scheduling is to estimate the service-time distribution via kernel
density estimation (KDE), and then apply the Gittins construction to the resulting smoothed density
function rather than to the raw empirical distribution. Kernel density estimators are known to be
consistent under standard conditions, including in settings with data-driven bandwidth choices
[6, 9, 21]. Smoothing the empirical distribution may allow us to directly bound the density ratio up
to some value, which, using Ramakrishna et al. [33], would directly give us a ratio of response times
and may potentially achieve better performance. Alternatively, one could estimate and smooth the

hazard rate h(x) = % which is related to the Gittins rank function [1]. Kernel-based methods for
hazard rate estimation have been studied [34], suggesting scheduling based on estimated hazard
rates may also be a promising direction to explore.

At the same time, there are a few potential limitations to this approach. Existing guarantees
for KDE are primarily additive [6, 9], and converting such bounds into multiplicative guarantees

still requires restricting attention to intervals where the tail is bounded away from zero, just as
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in classical ratio results for the empirical CDF [29, 52, 57]. Moreover, smoothing introduces bias
through bandwidth choice. Further, any benefits from smoothing depend strongly on bandwidth
selection, which may itself require additional assumptions on the underlying distribution beyond
access to samples alone. Finally, computing the Gittins rank function for a continuous distribution
incurs significantly more computational overhead than for the empirical distribution. It remains
an open question whether, possibly under additional assumptions, smoothing can improve finite-
sample performance while retaining guarantees comparable to ours.

8.3 Empirical Gittins for tail latency

Recent work [20] proposes so-called y-Gittins policies, which optimize (asymptotic) tail latency
when individual job sizes are unknown. These policies, however, assume knowledge of the under-
lying job size distribution. A natural extension is therefore to study the performance of “empirical
y-Gittins” policies constructed from finite samples. One potential complication is that the construc-
tion of y-Gittins policies requires knowledge of the arrival rate of jobs, which might also need
to be estimated from data. An open question is whether the (asymptotic) tail-latency guarantees
established for y-Gittins degrade gracefully under empirical estimation.

8.4 Empirical Gittins for other Markov processes

Gittins policies are known to be optimal not only for the M/G/1, but also for multi-armed bandits
[13, 44, 56] and other Markov decision problems [14, 48, 60]. These optimality results assume full
knowledge of the underlying Markov dynamics. It is therefore natural to ask how performance is
affected when Gittins indices are constructed from empirical estimates of the transition dynamics.
Recent work by Charles-Rebuffé et al. [7] takes a step in this direction for finite-state Markovian
multi-armed bandits (and their restless generalization). This suggests that empirical Gittins should
perform well in Klimov’s problem [14, 24, 25], a case of M/G/1 scheduling in which jobs are finite-
state Markov chains. By combining insights from the finite-state case with our work, it is possible
one could analyze empirical Gittins in multi-armed bandit and M/G/1 scheduling problems where
arms or jobs are piecewise-deterministic Markov processes.

8.5 Beyond one-shot problems: learning while scheduling

Our analysis focuses on a one-shot setting with a fixed underlying job size distribution. In many
practical systems, however, the job size distribution may evolve gradually over time, raising the
question of how to learn and adapt scheduling policies while continuing to serve jobs. Understanding
how empirical Gittins-type policies perform under such distributional drift is therefore an important
extension.

One natural approach is to update the scheduling policy at the start of each busy period, con-
structing an empirical Gittins policy using samples from the most recent P completed jobs. In
this view, empirical Gittins acts as a “gray box” scheduler. The system continually re-estimates
a policy from recent data and deploys it for the duration of the next busy period. This approach
would allow the policy to adapt to slow changes in the job size distribution while retaining the
interpretability, and ideally, the near-optimality of empirical Gittins. An open question is how
rapidly the underlying distribution can drift while an updating empirical Gittins policy continues
to perform near-optimally.
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A Formal proof of single-job WINE for empirical distributions

In this section we formalize the inductive proof outlined in Section 5.1 to prove Theorem 5.3. Since
it will be useful throughout the proof, we begin by first making a few observations about the
structure of r,(g) (a).

Observation A.1 (Structure of () (a)). Recall that

() .f[ESNG[S/\b—a|S>a]
g a) = 1n
v(©) b>a Psg[S<b|S>al

Using this definition and the fact that G is a discrete uniform distribution, it is easy to verify the
following.
(1) The values of b that attain the infimum in the definition of r, () (a) must be atoms of G.
(2) Therefore, on each interval [G;, Gi41) the rank function ry,(G)(a) is the point-wise minimum
of n — i decreasing linear functions. Thus, r, () (a) is piecewise linear and decreasing on each
such interval. See Fig. 5.1 for an example illustrating this behavior.

LEMMA A.2 (BASE CASE, n = 1). Let G be the distribution under which X = Gy > 0 almost surely.
Then ¢oo(0) =1 = hy.
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ProoF. Recall that by (G)(a,r) = inf{b > a : ryc)(b) = r}, so along with Observation A.1 we
know that

0 r < v(G) (0)
G, r> v(G) (0)

®b 0,r ©® G G
o= OO 7 Gy G
’ r r r 0)
0 (G (0) y(6)(

Observation A.1 also tells us that

by((;) 0,r) = {

Thus,

Es-c[S A Gy]

0))=— =G
7o) (0) Ps-c[S < G1] '

SO Poo(0) =1 = hy. O

We separate the inductive step into two cases:

(1) ry(6)(0) < 1ry(G)(Gy), in which case we can apply the inductive hypothesis, and

(2) ry(6)(0) > ry(6)(Gy), in which case we must “slide” the atoms of the distribution to reduce
to the first case.

ProposITION A.3 (FIRST CASE). Assume that for any discrete uniform distribution D withn—1 atoms,
¢0,p(0) < hy_1. Let G be a discrete uniform distribution with n atoms and ry(y(0) < ry(6)(G1).
Then ¢ (0) < hy,.

Proor. This proof requires our earlier observation that ¢ (a) can be represented as an integral
of 1/r? over some region, which we previously referred to as V:

oo (G)(a r) 1
Peo(a) = / / — dudr = / / = dr du,
0 a wy(G) (au) r?

Y

where wy(6)(a, u) = sup,.;, Iy(G)(t) is the worst rank attained by a job between ages a and u.
Note that we reverse the order of integration to facilitate splitting the region of integration by age
in the next step of the proof. The dashed blue line in Fig. 5.1 represents wy,(G) (0, u).

The remainder of the proof splits the region of integration into two parts and deals with each
separately:

(1) agesin [0,Gy), and

(2) ages in [Gy, c0).
The contribution from the first region can be computed explicitly, while the second is handled
using the inductive hypothesis.

We start by showing how to apply the inductive hypothesis in the latter case. Observe that
rv(6)(0) < 1y(6)(G1) implies wy () (0,u) = wy(6)(Gy,u) for all u > G,.° And then by using (5.1),
we can additionally conclude that wy (G)(G1, u) = wy( Glag,) (0,u — Gy). Thus,

/ / — dr du = / / — dr du
G Jwy (0u) r? G Jwy(Glog,) (Ou=G1) r?

14

/ / —drdu—qom(;|>c( ).
W((‘G)(Ou)r 71

Y

Since G|>G1 is a discrete uniform distribution with n — 1 atoms, the above is at most h,,_;; see
Fig. 5.2 for an illustration of this.

°To see why ry(G) (0) < ry(G)(G1) is necessary, compare Fig. 5.1 and Fig. 5.2.
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We now explicitly compute the contribution from ages in [0, G;):

Gy o 1 Gy ) 1 G
/ / —zdrdu=/ / —drdu=—"— (A1)
0 Jwou) T o I ry(6)(0)

where the second equality follows from r,(5)(0) < r,(6)(G1) and the fact that r () (a) decreases
on [0, G;) (Observation A.1). To compute r,(g)(0) we will make use of the following standard fact
about the Gittins policy.

LEMMA A.4 (COROLLARY OF [14, LEMMA 2.2]). Let G be a discrete size distribution.) For all ages
a > 0, the infimum in

(a) ,f[E5~G[S/\b—a|S>a]
r a) = in
v(©) b>a Ps.g[S<b|S>d]
is attained at b = by () (a, ry(G)(a)) (Definition 3.2), the earliest age b > a of equal or greater rank,
i.e. such that r(g)(b) > r)(a).
Because ry(g)(0) < ry(6)(G1), Lemma A.4 implies
Es-G[S A Gi]
0)= ST G,
7()(0) Ps-c[S < G1] it

which together with (A.1) yields

G peo 1 G 1
/ / — drdu= e
0 Wy (G) (0,u) r nGl n

Y
Putting everything together,

G peo 1 o e 1 1
Peo(0) = — drdu+ —drdu < = +hy_1 = hy. O
0 Wy (G) (O,u) r Gy Wy(G) (0,u) r n

PROPOSITION A.5 (SECOND CASE). Assume that for any discrete uniform distribution D withn — 1
atoms, 9o p(0) < h,_1. Let G be a discrete uniform distribution with n atoms and ry()(0) >
1y(G)(G1). Then ¢oo,(0) < hy.

Proor. We will prove this by reducing to the first case, Proposition A.3. We do this by constructing
a new discrete uniform distribution G’ that satisfies

¥00,6(0) < Poo(0)

and satisfies the requirements of Proposition A.3. In particular, we will show that is suffices to let
G’ = Gl.g,-, for some sufficiently small ¢ > 0.
To see that there exists a choice of ¢ > 0 such that G|, g, _, satisfies

"y (Glag, ) (0) S Ty(Glg, o) (€) (A2)

(note that the first atom of G|. g, _, is at ¢), observe that r,(5)(a) — 0 as a T G; because for all
a € [0,Gy), by picking b = G; in the infimum in Definition 2.5, we have

Gl—a
— 0 asa— 0.

v (G) (a) <

This means there must be some ¢ > 0 such that r, () (G — €) < ry(6)(G1), so (A.2) follows by (5.1),
as illustrated in Figs. 5.1 and 5.2.

10We restrict to the discrete case only because Gittins et al. [14, Lemma 2.2] is stated for discrete Markov chains, but the
same statement is true more generally. For instance, combining two results of Aalto et al. [1, Corollary 1 and Lemma 5]
yields nearly the same statement for continuous distributions.
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Now we must prove that 9o, G(0) < ¢c, Glog,-e (0). We do this by showing that, forall 0 < ¢ < Gy,

3 9o, (0) > 0,

where 9} denotes the right-derivative with respect to t. For 0 < t < Gy, let k(¢) denote the smallest
index i > 0 such that the rank at G; is at least the rank at ¢:

k(t) = inf{l <i<n:rgg(G) 2 ry(G)(t)}-

Since ry () (a) is piecewise linear and decreasing on [0, G;) (Observation A.1), k(t) is monotone
decreasing and right-locally constant on [0, G;).!!
Observe that for 0 < t < Gy,

¢oo,G|.,(0) = / / — dr du
W (c|>t><0u) r’

14

/ / —drdu
W, (G)(tu) r

Y
Gr(1) ) o0 1
/ / —drdu+/ / —Zdrdu,
ryc) (1) r? Gi(ty ¥ wy(6) (Grnw) T

where the last equality used the definition of k() to rewrite the lower bounds of both integrals
with respect to r. Since k(¢) is right-locally constant, the second term disappears when we take a
right-derivative:

Gr(r)
t(Poo G\>,(0) —8+/ / —drdu
ryc) (t) rt

Y
+Orw) —t ~ry(6)(t) = 9 ry6) (1) - (Gr(ry — t)
" 6 () rv(c) (1)?

(A3)

Additionally, there exists a § > 0 such that forallt < a <t + 4,

Es~c[S A Gir) — al
Ps-[S < Gkl

ry)(a) =

and so
1

Ps~G[S < Gkl
Finally, we get that df ¢, G|, (0) > 0 by plugging into (A.3) and noting that,

Iy (t) ==

Es~G[S A Gir) — t] - Grry —t
Ps-c[S < Grn]l ~ Ps-clS < Grn]’

rv(c) (1) =
Since we wish to conclude that ¢ (0) < ¢, ). Gyoe (0) from 9} ¢oo, |, (0) 2 0, the last remain-
ing step is to show that ¢, g|_, (0) is right-continuous with respect to t. However, this follows

from the double-integral representation of ¢w, g|_, (0). O

Combining Lemma A.2 (base case) with Propositions A.3 and A.5 (inductive step) completes the
induction and proves Theorem 5.3.

We say that k(¢) is right-locally constant at # if there exists an £ > 0 such that k() is constant on [¢, £ + £)
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B Details for asymptotic analysis
B.1 Implications of Matuszewska index bounds

We summarize below some implications of (6.1) used throughout our proofs of results from Section 6.
All of them follow from routine computation. Below, big-O notation refers to the x — oo limit:

F(x) <O(x™%),
x < O(F(x)~ %),
E[S]|S>x] <0(x),
E[(SAX)!] <O(x*%) ifa<2.

Moreover, if G is multiplicatively close to F up to threshold x (or greater), then these still hold if F
is replaced by G. In the contexts where we use these facts, x will be a function of n and p such that
t—0asn—ocoand p — 1.

A final property is an implication of a result of Lin et al. [27]: if (6.1) holds with & > 2, then the
mean response time of true Gittins is bounded below by [27, Theorem 2 and commentary at the
end of Section 3.1]

—(a=2)

a—1
[Ey(F) [T] = @ (ﬁ)
Lin et al. [27] actually give lower bounds on SRPT rather than Gittins, but optimality of SRPT
among all policies (including clairvoyant policies) implies the lower bound holds for Gittins, too.
Nearly all of the properties above actually hold under the weaker assumption of F(x) < O(x™9).
But (6.1) is essential to bound E[S | S > x] < O(x), which is important in both the truncated and
untruncated cases; and, of course, to bound tail ratios, which appear in the untruncated case.

B.2 Proofs of main asymptotic analysis results

In order to determine the value of G that minimizes the leading-order contribution to the multi-
plicative error, we must rewrite the sample complexity bound using G, replacing the unknown
F(¢) through the multiplicative-closeness relation from Lemma 2.3.

LEmMA B.1. Let G denote the empirical distribution based on n samples from job size distribution F.
Under the finite-sample e-multiplicative-closeness guarantee of Lemma 2.3, the smallest ¢ for which
the bound of Theorem 4.1 holds satisfies

£ = 5((nC_}(t’))_1/2).

Proor. Note that, from Theorem 4.1, if we have a fixed number of samples n and fix Fi (¢), then ¢

must satisfy,
L CDN (B.1)
F(t)n

for our error bound to hold. Lemma 2.3 tells us that F and G are e-multiplicatively close, and so
e~ ¢ 1 et
= < = <=
G(t) F(o) G

Substituting the rightmost inequality into (B.1) yields a sufficient condition:

ol s |3log(2/0) 52)
N Gon '
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Equation (B.2) implicitly defines the smallest ¢ that can satisfy the finite-sample guarantee for a
given G(¢). Although the expression cannot be inverted exactly, the exponential term only slightly
perturbs the scaling for small e. In particular, e~/2 > 0.6 for all £ < 1, so (B.2) implies the simpler

bound
NN ) .
3 G(t)n

THEOREM 6.1 (TRUNCATION, FINITE VARIANCE). Let @ > 2 be such that F satisfies (6.1), and let
G be the empirical distribution constructed from n samples from F. Consider the truncated empirical
Gittins policy y(Gy) for some truncation level £, which may depend on G. Choosing ¢ such that

G(£) = ©(min(n"13(1 - p) T, n (1 - p) T )

yields, with probability at least 1 — &, multiplicative error bounded by

EyolTl

~ —a —(a-1) —a
-1< O(max(n_l/3(l — p)3@D p3a2 (1 - p)BGaDdlaD ))
Eyr (7]

Proor. Substituting the values from Appendix B.1 and Lemma B.1 into the multiplicative error
from Theorem 4.1 yields, with probability at least 1 — &,

EynlT] L < e F(?) ( AE[S?] . E[S|S> t’])
E,r)[T] B Eyr) [TT\2(1 - p)? (1-p)
G(t) G(o)-¢
T=p7 " 1-p ))
Gy G
T=p? " T1-p ))

<0

E+(1—p)g_§(

<0

n"2G(0) V4 (1- ) (
from which the result follows by a routine computation, given in Lemma D.3(a) with g = 1/2. O

THEOREM 6.2 (TRUNCATION, POTENTIALLY INFINITE VARIANCE). Let & € (1,2) be such that F
satisfies (6.1), and let G be the empirical distribution constructed from n samples from F. Consider
the truncated empirical Gittins policy y(G,) for some truncation level £, which may depend on G.
Choosing { such that

G(f) = @)(min(n%(l _ P)%, n%(l 3 p)%))
yields, with probability at least 1 — &, multiplicative error bounded by

E [T] ~ —2(a-1) cte —(a-1) w
y(Ge) ( ( ,
———— - 1< O(max|n5e1 (1-p)Sa-i,n3a2z (1 —p)S(x—z))_

[Ey(F) [T]
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Proor. Substituting the values from Appendix B.1 and Lemma B.1 into the multiplicative error
from Theorem 4.1 yields, with probability at least 1 — &,

EyanlT] w1, F(¢) (A[E[(S/\f)z] LEISIS> [])
Ey ) [T] Eyr)[T]\ 2(1-p)? (1-p)

G(t)-t>* G(¢)-¢
O(£+ (1= p) + =) ))

< O(n‘l/zé(f)‘l/2 +

—_
IA
[y

IA

2(ax-1)

G(t) = G(o)=
(-p2 @ 1-p

from which the result follows by a routine computation, given in Lemma D.3(b) with ¢ = 1/2. O

H

THEOREM 6.3 (NO TRUNCATION, FINITE VARIANCE). Let o > 2 be such that F satisfies (6.1), and let
G be the empirical distribution constructed from n samples from F. The empirical Gittins policy y(G)
achieves, with probability at least 1 — &, multiplicative error bounded by

Ey [Tl
Eyr) [T]

Proor. Substituting the values from (B.1) and (6.1) and Appendix B.1 into the multiplicative

error from Theorem 5.1 yields, with probability at least 1 — 6,

~ —3a —(a—1) —3a
-1<0 (max(n_1/4(1 _ p)44(a-1>,nm(1 — ,D) (4a=3)(a-1) ))

2, F(O) _

EnolTl | & Fol(,, Floa+h) ( JE[S]

E, ) [T] T -2 _ lf(_f’)) (1-p)Eyr)[T]\2(1-p)
F(k

F(f) a2 F(k) =
€+% + (1 —p)a—l ((1_—'0)2 +F(k) k))

+[E[S|S>k]))—1

<0

<0

n V2 F ()72 % F(1-p)E ( (IF_("Z)Z N

Choosing ¢ such that F(¢) = ©(n~/*F(k)?/®) equalizes the first two terms up to constants, yielding

Eyo (7] ~ iz -1/ ez F(k)
E, ) [T] -1 SO(n BF(k)™ +(1-p) ((1_p)2

from which the result follows by a routine computation, given in Lemma D.3(a) with ¢ = 1/3. O

~——

+F(k)“al)

C Reducing empirical distributions to discrete uniform distributions

In this section, we justify the “without loss of generality” assumption made in Section 5.1, under
which the empirical distribution G is assumed to be discrete uniform.

THEOREM C.1. Let G be an empirical job size distribution constructed from n samples. Then there
exists a choice of 0 < G; < Gz < - - - < Gy, such that the discrete uniform distribution

G, = Unif{Gl, ey Gn}
satisfies Yoo, (0) < Yoo, (0).

Let G be an empirical job size distribution generated from n samples that has an atom at v > 0
with probability mass 7 for some m > 1. Let G(v, §) be a distribution identical to G except that:
(1) the probability mass of the atom at v has been reduced to i,
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(2) there is a new atom at v — § with probability mass mT_l
See Example C.2 for an explicit example of this construction.

Example C.2. If X ~ G is given by
1 with probability i,
X =42 with probability %,
3 with probability %,
then X ~ G(2,0.5) is given by
1 with probability 1,
1.5 with probability %,
2 with probability i,
3 with probability ‘—11.
LeEmMA C.3. Let G be an empirical job size distribution constructed from n samples. Then either,
(a) G is a discrete uniform distribution on n values, or
(b) there existv,d > 0 such that
?0,6(0) < Poo,G(0,8)(0).
Proor. If G is an empirical job size distribution constructed from n samples and is not discrete

uniform, then some atom of G has probability mass 2+ with m > 1. Denote the location of this atom
by v > 0. Let u > 0 denote the largest atom strictly below v, and set u = 0 if no such atom exists.

We claim that choosing
r u
< min(&(),v - u)
n
ensures that G(v, ) has the desired property. To prove this, we will show that for all a > 0,
Wy (G(05)) (@) < Wy (c)(a)
and thus,

P (0) = / / = drdu < / / - dr du = @0 G (0,5 (0).
0 Wy (G) (0,u) r 0 Wy (G(0,8)) (O,u) r

Y Y
We prove this by considering three cases:
(1) Fix 0 < a < v — §. There exists a b* > a such that

Es-g[SAb*—a|S > a]
Psc[S<b*|S > a]
It is clear from the construction of G(v, §) that
Es-G(os) [SAV* —a|S>a]l <Es.g[SAbL* —a|S > a]

rvG)(a) =

and that
Ps-cws)[S < b*|S>al >Psg[S<b*|S>a]
Thus,
ry(G(z,(g))(a) —inf [ESNG(U)(S) [SAb—a|S > a]
’ b>a PSNG(U,(S) [S<b|S>a]
< [E5~G(Z,’5) [SA b* —a | S > q]
" PswgsS<b*|S>al

S ry(G) (a)’
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and 50 Wy (G(0,8)) (@) < wy(g)(a) forall0 < a <ov-34.

(2) Fixv—&ga<v.Thensinceu<v—5<a<vand6<w

Es-Gws)[SAv—alS>al v-—a

< = <dn< .
rY(G(U’ﬁ))(a) Ps-G(v,8) [S<o0]|S>d] 1 n rY(G)(u)

n
Since u < a by assumption, wy(G(s,5)) (@) < wy(g)(a) forallv =5 < a <w.
(3) Fix a > v. Because G(v, §) agrees with G on [v, ), their conditional distributions above v
are identical. Thus, 7y (G(0,s)) (@) = ry(G)(a). Combined with the fact that
Wy (G(0,6)) (@) < Wy(G(08)) (@)Wy(G)(a)
forall 0 < a < v, we get that this also holds for all v < a < oo, which completes the proof. O
Proor oF THEOREM C.1. Assume that G has m < n atoms. Applying Lemma C.3 successively

n—m, each time feeding the resulting distribution back into the lemma, produces a new distribution
G’ that is discrete uniform with n atoms and satisfies ¢o,G(0) < oo’ (0). O

D Deferred computational proofs
D.1 Computations for preliminaries

LEMMA 2.3 (SAMPLE COMPLEXITY FOR £-MULTIPLICATIVE CLOSENESS, [57, LEMMA 1]). Let F denote
the CDF of a job size distribution on R.. Let G be the empirical CDF based on n i.i.d. samples from F.
Then for any ¢ € (0,0.6), we have

G(x) (—ngZF(f) )
Sup T .

—— € [e7%,e] with probability at least 1—2exp
o<x<¢t F(x)

Proor. The result is a corollary of Wellner [57, Lemma 1], rephrased for a general F.
Define, for u € (0, 1],
F™(u) :=min{y > 0 | F(y) < u}.

Since F is nonincreasing, right continuous, and limy 00 F(y) = 0, the set over which we are taking
the minimum is nonempty and closed for every u > 0, meaning the minimum exists.

Let U; ~ Unif(0,1) i.i.d. Let X; = F<(U;). Then X; are equivalently n ii.d. samples from a
distribution with CDF F.

Define H as the empirical CDF of U;, and define H™ as its left-continuous version, meaning

H () = %Z 1{U; < u}.
=1

Notice that F* is an antitone Galois connection [5]. Therefore, F (u) > x if and only ifu < F(x)
for x € [0,00) and u € (0, 1]. Therefore, it follows that the event that X; > x is equivalent to
the event that F< (U;) > x, which is in turn equivalent to the event that F(x) > U;. Therefore,
G(x) =H (F(x)). B B B B

Let us now fix some £ > 0, and define b := F(¢). Then {x < ¢} C {F(x) > F(¢)} = {F(x) > b}.
Using G(x) = H™ (F(x)), it follows that

G _  H(Fx) _  H (1)

ud ~ < (D.1)
o<x<t F(x) os<x<t F(x) b<t<t !t
and likewise, B 3
inf C_}(_x) = inf w > inf H—(t) (D.2)
0<x<f F(x) 0<x<t  F(x) bst<1  t
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Because H™ (t) < H(t), it follows that
H (¢ H(t
{sup t()>q}§{sup¥>n}.

b<t<1 b<t<1

The empirical CDF H is a step function with finitely many jumps, and H(t) /¢ is decreasing on each
interval between jumps. As a result, the infimum of H(¢)/t on [b, 1] is at either ¢ = 1 or at the left
limit of jump points (which would equal that of H™), meaning that

{inf H® <77}:{ inf ﬁ< }
b<t<1 t b<t<1 t

Wellner [57, Lemma 1] states that for0 <a < 1and A > 1,

< exp(—nah(Q)),

el )}

where h(u) = u(logu—1)+1. Setting a = b, A = €, using the union bound, and using (D.1) and (D.2)
gives

[F"[sup @2/1

a<t<l1

H(t)
[1f —</1

a<t<1 t

sup (_;— ¢ [e™", e‘g]l < exp(—nbh(e™%)) + exp(—nbh(e?)).

For 0 < ¢ < 0.6 we can safely bound both A(e~%), h(e®) > % This means

G(x) —nF(£)é?
oiligf F(x) =? exp( 3 ) -

P

¢ [e—s’ eE]

D.2 Computations for truncated empirical Gittins
LEMMA 4.3. Let G be a job size distribution. Then the £-truncated Gittins policy y(G;), satisfies
AE[(SAE)?] E[S|S=>¢]
2 +
2(1-p) (1-p)

E, (G [N(size > 0)] < AF({)(

Proor. By Little’s law and Poisson splitting,
E.[N(size) > £] = AF(£)E,[T | S > ¢].

Thus, our goal will be to upper bound E, (G, [T]. We claim

EycolT |S=¢] < ([E[W<f’] +E[S|S> f])’

I-p
where W, denotes the stationary distribution of work in a system with job size distribution F;.
To prove this bound, imagine a tagged job with size > ¢ enters the system. Under any ¢-truncated
Gittins policy, prior to completion, the tagged job must wait for every job currently in the system
with age < ¢ to be served up to age ¢ (or completion). In fact, the tagged job must wait for the busy
period started by this work, because starting at age ¢, all jobs are served in PLCFS order and only
after the system contains no jobs of age < ¢. Furthermore, for the same reason, the tagged job will
E[W<,]

also need to wait for the busy period started by its own size. The first term is exactly ——, in
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E[S|S=¢] .
1-p
stationary work in an M/G/1 queue [19], we have,

AE[(SAD?] E[S]|S =]

E T|S>¢]< + . m]
Y(Gl)[ | = ]— 2(1—p)2 l—p

D.3 Computations for empirical Gittins

LEmMMA 5.4. Let G and H be job size distributions and let £ > 0. Then for all ranks r and ages a < ¢,

v(G) (@r)Al byc)(ar)Nt 17
/a “ 5((61)) dt < sgg(ar) </a “ II;((;)) dt + 5523 c(t,r).

expectation, and the second term is in expectation. Using standard results for the expected

PRrooF. Forany age a < ¢, we can split the service until by () (a, r) into service until by (G) (a,7) A€
and any remaining service:

saG(ar) =Es-g[SAby(ar)—alS>al
=Es-u[SAby)(ar)At—al|S>al +Es.u[(SAbyc)(ar)—)|S>a]

(G)(a r)At H
:/ ' () dt + Es-g[(SAby)(ar)—€)"|S>a],
a H(a)

where for any x we define x* = max(x, 0) as the positive part of x. This immediately gives us the
lower bound. For the upper bound, note that by (G)(£,7) > by(G)(a, r) and then observe that,

Es-u[(SAbyy(ar)—0)*|S>a] =

! )[ESNH[H (S > a)(S A by (ar) —0)]

1
-5 Es-u[1(S > 6)(S A byc)(ar) — )]

1
< %[ESNH[H (S > 0O)(SAby)(t,r)—6)7]

H t
( )[ESNH[(S Aby)(tr) =0T | S> ]
H(a
H(t
= _( )SH)G((’,F). O
H(a)
LEmMMA D.1. Let G be an empirical job size distribution generated by n samples, and suppose it is
e-multiplicatively close to F up to £ > 0. Then for all 0 < k < £ such that e™% — F((Ii)) >0,
g2 4 E(O) F) h,
F(k)
[Ey(G) [N] < W( Y (F) [N]+ hnlEy(F) [N(age > k)]) + [Ey(G) [N(age > k)].
~ Fo

Proor. First, by Corollary 3.11, E, (g [NG] < E,[Ng] for all policies 7. Then letting 7 = y(F)
and using Theorem 5.5,

( _F©

(k)) v(6)[N(age < k)] < Eyc)[Ns] < Eyr) [Nl

IA

(eZs ;E ))h ) v(F) [N (age < k)] + hyEy () [N(age > k)].
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Thus, we have
c h
[Ey(G) [N] < ﬁ[Ey(F) [N(age <k]+ C—T[EY(F) [N(age > k)] + [Ey(G) [N(age > k)]

c h, —c
Sﬁ E,r) [N]+ n_ "2

Ey(r) [N(age > k)] | +Ey () [N(age > k)]

C
< ﬁ([EY(F) [N] + haEy(r) [N(age > k)]) + E, ) [N(age > k)]

— —ZE_M — pl¢€ M
wherec; = e ﬁ(k),anch e +f(k)h"' m]

LeEmMa D.2. For all policies r,

AE[S?] N E[S|S > k]
2(1-p)? 1-p [
Proor skeTcH. The proofis essentially the same as that of Lemma 4.3, presented in Appendix D.2,

if one lets £ — co (i.e. all other work gets completed before the tagged job). We omit the details as
the necessary changes are straightforward. O

E,[N(size > k)] < AF(k)

THEOREM 5.1. Let G be an empirical distribution constructed from n samples from F. Let ¢ € (0,0.6)

andd € (0,1). Ifn > %, and e™% — % > 0, then with probability at least 1 — 6,
7o F(k) (1-+ hn) | AE[S?)
. F(k)' F 1+h, S
E T < inf —M—
OIS lirl:>0 o2 _ F(O) ( yp [T+ (1-p) 2(1-p)
F(k)

e% +

+E[S]|S > k])),

where h, = Y1, % is the n-th harmonic number.

Proor. Lemma 2.3 implies that F and G are e-multiplicatively close up ¢ with probability at least
1 — 6. Replacing both relevant terms in Lemma D.1 with the bound from Lemma D.2 and then
applying a straightforward upper bound,

o2 4 Ij(f) )
F)'™ = AE[S?] E[S|S > k]
E Nl < ————|E N]+ (1+h,)AF(k .
N1 = — T B N+ 1 a5 + H
Fk)
The response time bound then follows from another application of Little’s law. O

D.4 Computations for asymptotic analysis

LemMma D.3. Let g > 0 be fixed and n,r > 0.
(a) For fixed o > 2, define

() = () T+ ra5il 4 raid e

Then, as n,r — oo, the value of { that minimizes f({) up to constant factors satisfies

_q _ a __aq _ a
é«* =0 (min {n g p (I+g)(a-1) ,n aqra-lp (a-1)(ag+a—-1) }) R

and the corresponding minimal value of f({), up to constant factors, scales as

I a _gqla-1) a
l’nll’lf(g) - @ (max {n l+q p (1+g) (a-1) n ag+a-1p (a-1)(ag+a-1) }) .
>0
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(b) Fora € (1,2], define
g(0) =) 1+ (ré"aT_l)z +r§a7_1.

Then, as n,r — oo, the value of { that minimizes g({) up to constant factors satisfies

-9 —2 -q -1
. 2(x—1 2(ax—-1 —a-1 . a-1
=0 (mln {”q+ S e T })

and the corresponding minimal value of g({), up to constant factors, scales as

% % -q q

. 2(a—1 2(a-1 -1 —1
ming({) = © |max{n?~a re -« ,pn¢% rea b,
>0

Proor. We derive the scaling of the minimizer by balancing dominant terms. The notation
f(x) = g(x) means that f(x) and g(x) are of the same order, namely that there exist positive
constants a, b such that ag(x) < f(x) < b g(x) for all sufficiently large x.

(a) Letg > 0, > 2, and

fQQ =) +ran+raige.
The first term decreases in ¢, while the last two increase in {. Consequently, () has a single
minimum, and its minimizer occurs when the decreasing term (n{) 9 is of the same order as one
of the increasing terms. Among the two possible values of { obtained by balancing the first term
with either the second or the third, the smaller { yields the smaller function value, since all terms
are positive and increase for larger { at the minimum.
Setting the first and second terms equal to each other gives

-9 ___a
é’l =n Har +q)(a-1)

Setting the first and third terms equal to each other gives

__aq _ e
52 =pn agra-lp (a-D(agta-1)
The smaller { achieves the asymptotic minimum:

" = 0(min{¢y, &}).

The two terms set equal to each other will dominate f({), giving
fg{}f(f) = ©(max{f ({1, f(%)}).
where
(@) = (n) ™1 = n” e T,
F(&) = (ngy)™0 = ™ ket T

(b) The reasoning for this part closely follows that of part (a). Let ¢ > 0, @ € (1, 2], and

2(a-1)

g() = () +ra +r{w.

Setting the first and second terms equal to each other gives

q
2(a

2
~ e T e
§1=n q*Tl)r q*%,

Setting the first and third terms equal to each other gives
q 1
a—1

G=n a+ % gt
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Hence
" = ©(min{1, &2}),
and
ming(¢) = ©(max{g(:1).9(&)}).
where
9(5) < (n& 1)) =n q+2‘“ PRI rw
9(&) = (nly) 1=n Frﬁ' i

E Challenges to simulating empirical Gittins with infinite-variance true distributions

We omit the infinite-variance case from our simulations in Section 7 because simulating empirical
Gittins with samples from infinite-variance F requires solving some nontrivial software engineering
challenges, which are outside the scope of the simulator we created for this work. For example, our
simulator is currently completely discrete but with very small discretization increments, which is
necessary for (approximately) computing and simulating the true Gittins policy for continuous
distributions. But the empirical distributions sampled from infinite-variance F tend to have a
few samples at very large values, which makes using small discretization increments impractical.
One could possibly overcome this with adaptive discretization, but this would involve substantial
engineering effort. Another possibility is using discrete event simulation for empirical Gittins,
but this makes it hard to get an apples-to-apples comparison with true Gittins. A final idea is to
directly compute the SOAP mean response time formulas, but there is no publicly available software
package for doing so.
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